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Abstract The performance of 21 Coupled Model Inter-

comparison Project Phase 5 (CMIP5) models in the simu-

lation of the Indian Ocean Dipole (IOD) mode is evaluated.

Compared to CMIP3, CMIP5 models exhibit a similar

spread in IOD intensity. A detailed diagnosis was carried

out to understand whether CMIP5 models have shown

improvement in their representation of the important

dynamical and thermodynamical feedbacks in the tropical

Indian Ocean. These include the Bjerknes dynamic air-sea

feedback, which includes the equatorial zonal wind

response to sea surface temperature (SST) anomaly, the

thermocline response to equatorial zonal wind forcing, the

ocean subsurface temperature response to the thermocline

variations, and the thermodynamic air-sea coupling that

includes the wind-evaporation-SST and cloud-radiation-

SST feedback. Compared to CMIP3, the CMIP5 ensemble

produces a more realistic positive wind-evaporation-SST

feedback during the IOD developing phase, while the

simulation of Bjerknes dynamic feedback is more

unrealistic especially with regard to the wind response to

SST forcing and the thermocline response to surface wind

forcing. The overall CMIP5 performance in the IOD sim-

ulation does not show remarkable improvements compared

to CMIP3. It is further noted that the El Niño-Southern

Oscillation (ENSO) and IOD amplitudes are closely rela-

ted, if a model generates a strong ENSO, it is likely that

this model also simulates a strong IOD.

Keywords Indian Ocean Dipole zonal model �
CMIP3 � CMIP5 � Interannual variability � Bjerknes

feedback � Thermodynamic feedback

1 Introduction

As the significant interannual variability in tropical Indian

Ocean region, the Indian Ocean Dipole (IOD) is known as

a basin-scale ocean–atmosphere coupled mode (Saji et al.
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1999; Webster et al. 1999) with great impacts on climate

variability in Africa, South Asia, East Asia, and other

remote regions (e.g., Saji and Yamagata 2003a, b; Ashok

et al. 2004; Yu et al. 2005; Behera et al. 2005; England

et al. 2006; Wang et al. 2006; Liu et al. 2013; Du et al.

2013a). The seesaw distributions of anomalous positive/

negative sea surface temperature (SST) in the southeastern

IO (SEIO) off Java-Sumatra and negative/positive in the

western IO (WIO), accompanied by pronounced anoma-

lous westerlies/easterlies over the central equatorial IO

(CEIO) compose the spatial pattern of classic IOD events.

One of the notable features of IOD is the phase locking

phenomena as IOD events always rapidly developing in

boreal summer and reaching the mature phase in boreal

fall. Previous studies illustrate that both positive and neg-

ative dynamical, and thermodynamic feedback mecha-

nisms (Bjerknes 1966, 1969; Xie and Philander 1994;

Webster et al. 1999; Li et al. 2003) are responsible for the

evolution of IOD events, which include the Bjerknes

feedback and thermodynamic feedback. The Bjerknes

feedback indicates a decrease in zonal SST gradient,

caused for instance by a relaxation of the tilt of the ther-

mocline, implies a reduction of the zonal wind stress that

will amplify the initial perturbation. The thermodynamic

feedback includes wind-evaporation-SST feedback and

cloud-radiation-SST feedback (Li et al. 2003, 2011; Cai

and Qiu 2013; Weller and Cai 2013). As the useful tools for

the prediction, current state-of-art climate models have the

ability to simulate and predict the IOD evolution and

amplitude as well as the relevant remote impact (Luo et al.

2007, 2008). A large number of studies have been per-

formed to assess and evaluate the performance of simulated

IOD events in coupled general circulation models (CGCM)

(e.g., Yamagata et al. 2004; Cai et al. 2005, 2011; Zhong

et al. 2005; Saji et al. 2006; Luo et al. 2007; Song et al.

2007; Zheng et al. 2010; Cai and Cowan 2013). Liu et al.

2011 further evaluated the simulated IOD events perfor-

mance in 23 CMIP3 models with the aim to assess the

different internal feedback mechanisms. The research

introduced a combined Bjerknes and thermodynamic

feedback intensity index, which gives a quantitative mea-

sure of the relative contribution of the dynamic and ther-

modynamic feedback processes during IOD evolutions.

In order to provide the up-to-date climate change

experiments for assessment in the Intergovernmental Panel

on Climate Change (IPCC) Fifth Assessment Report, the

fifth phase of the Coupled Model Intercomparison Project

(CMIP5) was organized by World Climate Research Pro-

gramme (WCRP) Working Group Coupled Models Cli-

mate Simulation Panel. CMIP5 represents the largest and

most comprehensive international global coupled climate

model experiment and multi-model analysis effort ever

attempted (Meehl et al. 2009; Taylor et al. 2012). It

collected CGCM experiments targeted to twentieth- and

twenty-first-century climate simulations as well as climate

change experiments. Since the models participating CMIP5

program represents state of the art, the performance in

simulated IOD events should be carefully evaluated to

answer whether IOD features and associated feedback

mechanism simulated in CMIP5 is better or not than in

CMIP3.

The objective of the present study is to conduct a

detailed diagnosis of the dynamic and thermodynamic

feedbacks associated with IOD from 21 CGCMs that par-

ticipated in CMIP5 with the comparison to the performance

in CMIP3. The rest of the paper is organized as follows.

Section 2 briefly describes the datasets used. Section 3

examines the IOD simulations from the 21 CGCMs. Sec-

tion 4 investigates the dynamic and thermodynamic cou-

pling strength. The relationship of the air-sea coupling

strength to the background mean state is examined in Sect.

5. Section 6 discusses the possible cause of misrepresen-

tation of the cloud-radiation-SST feedback in some CMIP5

models and the relationship between IOD and ENSO

events. Finally, a summary is given in Sect. 7.

2 Data

The primary datasets used for this study are the outputs of

available 21 models from the CMIP5 datasets. The model

variables used in the diagnosis include three-dimensional

ocean temperature, current, surface wind, cloud fraction,

and surface heat flux fields. Table 1 lists information for all

21 models used in this study. Further detailed information

can be obtained at the following website (http://cmip-

pcmdi.llnl.gov/cmip5).

The particular datasets analyzed here are so-called Cli-

mate of the Twentieth-Century Experiment (historical run).

The forcing agents of this experiment include greenhouse

gases (CO2, CH4, N2O, and Chlorofluorocarbons), aerosol

direct effects, volcanoes, and solar forcing (Taylor et al.

2012). The results reported in this analysis were only for

the period between January 1950 and December 1999 in

order to compare with observational datasets. The clima-

tological annual cycle was defined based on this 50-year

period. The interannual anomalies were then obtained by

subtracting the monthly mean variables from their respec-

tive climatological annual cycles.

For comparison of the model simulations with obser-

vations, various observed and reanalyzed (assimilated)

atmospheric and oceanic datasets were used. Three-

dimensional atmospheric wind fields, surface latent heat

flux, cloud cover, and net surface short wave radiation were

obtained from the National Centers for Environmental

Prediction and the National Center for Atmospheric
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Research (NCEP/NCAR) reanalysis (Kistler et al. 2001)

and ECMWF 40-year Re-analysis (ERA40) (Simmons and

Gibson 2000), and three-dimensional ocean temperatures

were obtained from the Simple Ocean Data Assimilation

(SODA 2.0.4) reanalysis (Carton et al. 2000) and JMA

subsurface temperature by Ishii Ocean Analyses Project

(Ishii and Kimoto 2009). In addition, we used the Hadley

Centre Global Sea Ice and Sea Surface Temperature

(HadISST) product (Rayner et al. 2003) and Extended

Reconstruction of Global Sea Surface Temperatures

(ERSST) (Smith and Reynolds 2003). Except for the

ERA40, which was available from January 1958 to

December 1999, the others, others were available for the

50-year period (from January 1950 to December 1999).

3 IOD simulations from CMIP5 models

Figure 1 shows the standard deviation (STD) of sea surface

temperature anomaly (SSTA), averaged over 90E–110E,

0–10S, from observations and 21 CMIP5 models. Some

models generate a strong IOD variability, whereas others

show a relatively weak one. All the models are able to

reproduce the maximum SSTA variability in the SEIO off

Java-Sumatra but the variance is too large in CMIP5 models

than in observations. In general, the multi-model averaged

interannual variations in SST are stronger than in observa-

tions, similar to CMIP3 models (Cai et al. 2011; Liu et al.

2011). Despite the difference in IOD intensity, CMIP5

models all exhibit a common seasonality that the maximum

STD of the zonal SSTA gradient appears in boreal fall season

(Fig. 2). Thus the phase locking of IOD is well reproduced.

The result is consistent with Saji et al. (2006) and Liu et al.

(2011), based on CMIP3 models. Figure 2 compares the

dipole mode index (DMI) between observations and the

CMIP3 and CMIP5 ensemble means. The DMI for CMIP5 is

slightly more realistic than for CMIP3, especially in the IOD

developing phase (boreal July, August, and September (JAS)

season). The ensemble averaged IOD amplitude from

CMIP5 is close to observations during May, June, and July

with a smaller intermodal spread than for different CMIP3.

In the subsequent 3 months, the ensemble averaged IOD

strength from CMIP5 is reduced by around 40 % compared

with CMIP3.

We use the DMI defined by Saji et al. (1999), which

measures the zonal SST gradient between western and

eastern tropical Indian Ocean. We also calculated other

indices defined such as the Sumatra cooling index (Xie et al.

2002; Du et al. 2005, 2008; Luo et al. 2010) and a combined

SST-wind index (Liu et al. 2011), and the result is quite

similar.

Based on the DMI values, the 21 models are classified

into three groups, a strong IOD group [withr(DMI)[0.8],

a moderate IOD group [0.63 \r(DMI)\0.8] and a weak

IOD group [r(DMI) \0.63]. The strong IOD group

includes 7 models, namely HadGEM2-CC, NorESM1-M,

CNRM-CM5, MPI-ESM-LR, FGOALS-s2, BNU-ESM and

CSIRO-Mk3.6.0. The weak IOD group consists of 7

models, GISS-E2-H, GISS-E2-R, MRI-CGCM3, IPSL-

CM5A-LR, IPSL-CM5A-MR, FIO-ESM and BCC-

CSM1.1. The result is similar with the previous research

(Cai and Cowan 2013).

A composite analysis is conducted to reveal the robust

differences between the strong and weak groups. Fig-

ure 3 shows the composite anomalies for surface zonal

wind, SST, and 20 �C isothermal depth in boreal fall

(Sept–Oct–Nov, SON) during positive IOD events (with

negative SSTA in the SEIO). Note that the amplitude of

the zonal wind in the strong composite is 1.8 m s-1,

much larger than that (0.8 m s-1) in the weak composite.

The composite SSTA variability in the SEIO also shows

a contrast (0.4 vs 0.2 K) between the strong and weak

groups. The thermocline depth, represented by 20 �C

isothermal depth anomaly, also shows a marked differ-

ence in the strong and weak composites. The maximum

of the thermocline shoaling is 24 m in the strong

Table 1 List of 21 CMIP5 models and the observation

No. DMI CMIP model names

1 0.37 GISS-E2-H

2 0.39 GISS-E2-R

3 0.45 MRI-CGCM3

4 0.49 IPSL-CM5A-LR

5 0.59 IPSL-CM5A-MR

6 0.61 FIO-ESM

7 0.62 BCC-CSM1.1

8 0.66 HadCM3

9 0.69 CanESM2

10 0.70 NorESM1-ME

11 0.72 ACCESS1.0

12 0.76 MIROC5

13 0.77 HadGEM2-ES

14 0.79 HadGEM2-AO

15 0.80 HadGEM2-CC

16 0.81 NorESM1-M

17 0.89 CNRM-CM5

18 0.95 MPI-ESM-LR

19 1.07 FGOALS-s2

20 1.17 BNU-ESM

21 1.18 CSIRO-Mk3.6.0

22 0.42 Obs

The second column shows the DMI strength value for each model.

The third column presents the official name of each model. DMI

strength is calculated based on the period from 1950 to 1999. The

models have been sorted by DMI strength
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composite, which is 4 times greater than that in the weak

composite. In the equatorial region, the maximum ther-

mocline depth variability is primarily confined in the

SEIO in both groups.

The temporal evolution of the composite SSTA in the

SEIO (figure not shown) shows a peak phase in boreal fall

in both the strong and weak composites. A similar evolu-

tion feature is found in the zonal wind anomaly field.

4 Measuring dynamic and thermodynamic air-sea

coupling

The composite results above illustrate a remarkable dif-

ference in the zonal wind, SST and thermocline depth

anomalies between the strong and weak groups. Therefore,

a hypothesis is suggested that these differences may

explain why various models simulate the IOD strength

differently. Our previous research had pointed out that the

dynamic and thermodynamic coupling strength in each

model during the developing phase in JAS was responsible

for the diversity in simulated IOD strength in CMIP3

models (Liu et al. 2011). Furthermore, we need to answer

the question of which air-sea coupling processes contribute

to these differences in the CMIP5 models. In this section,

we calculate the dynamic and thermodynamic coupling

coefficients among the CMIP5 models.

4.1 Bjerknes feedback

We examine the Bjerknes feedback strength in all models.

This dynamic air-sea feedback consists of three processes.

The first is how the atmospheric low-level wind responds

to the SSTA forcing in the SEIO. It is well known that

during the IOD development period (JAS), the most sig-

nificant feature of SSTA is the dipole pattern. Such a zonal

SSTA gradient causes a zonal wind response in the CEIO

through the SST-gradient-induced pressure gradient in the

atmospheric planetary boundary layer (Lindzen and Nigam

1987) or the mid-tropospheric heating anomaly (Gill 1980).

Figure 4 shows the relationship between the SSTA in

the SEIO (90–110�E, 10�S-0) and the zonal wind

Fig. 1 Standard deviation of SSTA (shading, unit: K) fields in SON from the observation (Obs), CMIP3 and CMIP5 model ensemble mean

(CMIP3 AVE, CMIP5 AVE) and each CMIP5 models

1718 L. Liu et al.
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anomalies in the CEIO (70–90�E, 5�S–5�N) from the 21

models. For comparison, the observed SST-wind relation-

ship is plotted in each subplot. Consistent with the

observed relationship, all of the models exhibit a positive

correlation between the zonal wind and SST anomalies,

that is, a negative SSTA in the SEIO (which corresponds to

a positive IOD event according to Saji et al. (1999)) is

accompanied with an easterly anomalies in the CEIO.

We hereby denote a SST-wind coupling coefficient, R(u,

T), to represent how strong the low-level wind responds to

a unit SSTA forcing at each model. Mathematically, it

equals to the linear slope in each of scatter diagrams in

Fig. 4, calculated based on the least square fitting method.

It is interesting to note that the averaged slope in the strong

composite is about 1.7 m s-1 K-1, much larger than the

averaged slope (1.0 m s-1 K-1) in the weak composite.

Compared to the observed R(u, T), the SST-wind coupling

coefficient in the strong group appears more realistic.

The second process of Bjerknes feedback involves how

the ocean thermocline responses to the equatorial surface

wind forcing. Figure 5 shows the scatter diagrams between

anomalies of zonal wind in the CEIO and the thermocline

depth in the SEIO for each model. The observed feedback

relationship between the wind and SEIO thermocline depth

is positive because an easterly wind anomaly in the CEIO

may lift (suppress) the thermocline in the eastern (western)

part of the basin. Such a positive relationship is captured by

all of the coupled models.

We denote a wind-thermocline coupling coefficient

R(D, u) to measure the strength of thermocline depth

change for a given unit zonal wind forcing. It can be rep-

resented by the slope in Fig. 5. The averaged R(D, u) for

the strong composite is 4.9 m per m s-1, while it is about

6.3 m per m s-1 for the weak composite. The observed

R(D, u) is weaker than either of Bjerknes feedback values.

The third process involves how the ocean subsurface

temperature responds to the ocean thermocline variation. In

the SEIO, a shoaling (deepening) of the thermocline leads

to a negative (positive) temperature anomaly at a fixed

subsurface level. The change of the subsurface temperature

may further affect SST through the anomalous vertical

temperature advection by the mean upwelling. In the

region of deep climatological mean thermocline, the sub-

surface temperature effect is small on SST variability.

Figure 6 shows the observed and the simulated rela-

tionship between anomalies of the thermocline depth and

the temperature at 70 m in the SEIO. A positive correlation

appears between the observed thermocline depth and sub-

surface temperature. We hereby denote R(Te, D) as a

thermocline-subsurface temperature coupling coefficient,

which can be measured by the slope in Fig. 6. The

observed slope is 0.1 K m-1, implying that one meter

thermocline change would lead to a subsurface temperature

change of 0.1 K. All of the CMIP5 models reproduce such

a positive relationship, even though the slope is markedly

different. The comparison of the strong versus the weak

composite shows that the thermocline-subsurface temper-

ature feedback in the former is about 10 % greater than that

in the latter.

The overall Bjerknes dynamic feedback strength could

be determined by the combined effect of the three pro-

cesses above. To quantitatively measure the Bjerknes

feedback intensity and to compare it with the thermody-

namic feedback intensity, we induce it from the simplified

SST tendency equation with T 0 ¼ dTert as below:

qCwhr ¼ qCw �w
T 0e
T 0
þ Q0

T 0
ð1Þ

where T 0 and T 0e denote the surface and subsurface ocean

temperature anomalies respectively (more detailed refer to

Liu et al. 2011), �w denotes the climatological mean vertical

velocity at the base of the ocean mixed layer, Q0 is the net

surface heat flux anomaly, q and Cw are the sea water

density and specific heat, and h is the ocean mixed layer

depth. Here the left hand side of Eq. (1) is proportional to

the growth rate (r) of the SSTA. The second term in the

right hand side of Eq. (1) represents how strong the surface
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Fig. 2 Monthly standard deviations of DMI from 21 CMIP5 coupled

models and the observation (a, unit: K) and the monthly standard

deviations of DMI from ensemble mean of 21 CMIP5 models

(cmip5), 23 CMIP3 models (cmip3) and the observation (obs) (b, unit:

K). The error bar indicates the standard deviation spread among

coupled models. The detailed information on CMIP3 models referred

to Liu et al. (2011)
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heat flux anomaly is in response to a unit SSTA change.

Thus it reflects the strength of the thermodynamic air-sea

feedback. The first term in the right hand side of Eq. (1)

represents the vertical advection of anomalous subsurface

temperature by the mean upwelling velocity, thus reflecting

the strength of the Bjerknes dynamic air-sea feedback. We

hereby define the first term in the right hand side of Eq. (1)

as the Bjerknes feedback intensity index (BFI) and the

second term as the thermodynamic feedback intensity

index (TFI) (Liu et al. 2011), which will be analyzed in the

following. The BFI may be written as:

BFI ¼ qCw �wRðu; TÞRðD; uÞRðTe;DÞ ð2Þ

Equation (2) states that the BFI depends on the mean

vertical velocity and a product of the SST-wind, wind-

thermocline and thermocline-subsurface temperature

coupling coefficients during the IOD developing phase. It

measures the overall strength of the Bjerknes feedback in

each model. Figure 7 shows the averaged values of the

SST-wind, wind-thermocline and thermocline-subsurface

temperature coupling coefficients and BFI respectively for

the strong, moderate and weak composites. For

comparison, the observed coupling coefficients and BFI

are also shown in the figure.

The above analysis points to the important role of the

dynamic air-sea coupling in determining the strength of the

model IODs. Saji et al. (2006) performed the research on

the relationship between the STD of DMI and the mean

thermocline depth off Java (see their Fig. 13a). They

showed that there is a weak tendency for a larger DMI

variance to occur in a model with a shallower mean ther-

mocline off Java, but the scatter is quite large, with the

exclusion of two outlier models. The complicated rela-

tionship implies that the intensity of the IOD is not simply

determined by the Bjerknes feedback and other processes

may also play a role in determining the IOD intensity.

Given that the IOD is also affected by the thermodynamic

air-sea coupling, in the following we will examine the

wind-evaporation-SST feedback and the cloud-radiation-

SST feedback in the SEIO.

4.2 Thermodynamic air-sea feedback

Two types of thermodynamic air-sea feedback processes

are involved during the IOD developing phase (Li et al.

2002, 2003). One is a positive feedback among the SST,

surface wind, and evaporation. The positive feedback is

due to the background southeasterly winds in the SEIO,

under which an anomalous southeasterly induced by a cold

SSTA may further enhance the cold SSTA through

increasing surface evaporation. Another is a negative

feedback among the SST, cloud, and shortwave radiation

anomalies, that is, a cold SSTA leads to the decrease of

clouds, which further increases the downward shortwave

Fig. 3 Composites maps of anomalous surface zonal wind (top, unit: m s-1), SST (middle, unit: K) and 20 �C isothermal depth (bottom, unit: m)

fields in SON for the strong (left), moderate (middle) and weak (right) model groups

1720 L. Liu et al.
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radiation and suppresses the development of cold SSTA.

This negative feedback is extremely asymmetric, which

had been reported by previous studies (Hong et al. 2008

and Cai et al. 2012).

How well do the CMIP5 models simulate such a positive

WES feedback? To quantitatively measure the feedback

strength, we plot the scatter diagram (Fig. 8) to illustrate

the relationship between the surface latent heat flux (LHF)

anomaly and the SSTA in the SEIO on June–July–August

(JJA) season. For comparison, the observed counterpart is

also plotted.

We hereby denote R(LHF, T) to represent the WES

feedback coefficient, which can be measured by the slope at

each panel of Fig. 8. The observed feedback coefficient is

4.17 W m-2 K-1. This amount of anomalous heat flux

could be used to further enhance the local SST cooling.

Many CMIP5 models (including these in the strong simu-

lation group) fail to reproduce such a positive feedback

process. The further study illustrates the unrealistic simu-

lated latent heat flux feedback is due to the incorrect sim-

ulation of the surface wind speed field in the individual

models. The result is similar with the CMIP3 coupled

models (Liu et al. 2011). The large bias in the WES feed-

back poses a great challenge to many state-of-art CGCMs.

To examine the cloud-radiation-SST feedback among

the 21 models, we show the simultaneous relationship

between the shortwave radiation and SST anomalies

averaged in JAS over the SEIO (Fig. 9). Different from

the positive WES feedback, a negative feedback

between the observed SST and shortwave radiation

anomalies exists in the SEIO. While most of the cou-

pled models reproduce such a negative feedback process,

HadCM3 model, surprisingly, exhibits a weak positive

feedback.

We denote R(SWR, T) to measure the strength of the

negative cloud-radiation-SST feedback. The averaged slope

of the strong composite is -19 W m-2 K-1, which is about

twice as large as that (-7.4 W m-2 K-1) in the weak

composite.

The overall thermodynamic feedback intensity (TFI)

may be measured by the sum of the WES feedback and the

cloud-radiation-SST feedback, that is,

TFI ¼ RðLHF; TÞ þ RðSWR; TÞ ð3Þ

Figure 10 shows the diagrams of R(LHF, T), R(SWR,

T) and TFI for the strong, moderate and weak composites

and for the observation. The major bias appears in the

latent heat flux-SST relationship. Consequently, the overall
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Fig. 4 Scatter diagrams revealing relationships between surface

zonal wind anomaly (vertical axis, unit: m s-1) in the CEIO and

SSTA (horizontal axis, unit: K) in the SEIO during the IOD

developing phase (JAS) for each of 21 models (red). At each panel,
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black line indicates the fitted line from observation, the asterisks

indicates the model with significant relationship
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Fig. 5 Same as in Fig. 4 except for the relationship between the thermocline depth anomaly (vertical axis, unit: m) in the SEIO and the surface

zonal wind anomaly (horizontal axis, unit: m s-1) in the CEIO
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Fig. 6 Same as in Fig. 4 except for the relationship between the subsurface temperature anomaly at 70 m (vertical axis, unit: K) and the
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thermodynamic damping in all the three groups is

overestimated, compared to the observation. The

strongest (weakest) thermodynamic damping appears in

the moderate (weak) group.

4.3 Combined feedback

The diagnosis above reveals that greater (weaker) Bjerknes

and thermodynamic feedbacks co-exist in the strong
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and BFI (unit: W m-2 K-1) in

JAS season for the strong
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(denoted by ‘M’), and weak

(denoted by ‘W’) composites

and from the observational data

(denoted by ‘O’). Error bars

indicate the strength spread

among different groups
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Fig. 8 Similar as in Fig. 4 except for the relationship between the surface latent heat flux anomaly (vertical axis, unit: W m-2) and SSTA

(horizontal axis, unit: K) in the SEIO on JJA season. The latent heat flux is defined positive downward
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Fig. 9 Same as in Fig. 4 except for the relationship between the surface net shortwave radiation anomaly (vertical axis, unit: W m-2) and SSTA

(horizontal axis, unit: K) in the SEIO
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Fig. 10 R(LHF,T), R(SWR,T)

and TFI (unit: W m-2 K-1)

averaged during JAS season for

the strong, moderate and weak

composites (denoted as ‘S’, ‘M’

and ‘W’ respectively) and from

the observation (denoted as

‘O’). Error bars indicate the

strength spread among different

groups
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(weak) model group. Thus, it is necessary to examine the

combined dynamical and thermodynamic feedback pro-

cesses. Define a combined dynamic and thermodynamic

feedback intensity index (CFI) as below:

CFI ¼ BFI þ TFI ð4Þ

Figure 11 illustrates the averaged CFI for the strong,

moderate and weak groups. For comparison, the observed

CFI is also shown. The CFI values in the three groups well

reflect the simulated IOD strength, that is, the greater the

CFI, the stronger the overall dynamic and thermodynamic

coupling strength, and the greater the model IOD intensity.

5 Differences in the coupled model mean state

Why do some CMIP5 models produce strong dynamic and

thermodynamic coupling on the interannual timescale

while others do not? As the interannual anomalies evolve

under the background mean state, it is necessary to

examine the difference in the mean climate state among the

coupled models.

From Fig. 12, the simulated SSTs in 21 models are

nearly uniform east of 60�E within a range of

27.5–29.5 �C, and relative cool in the west off Africa. With

a few exceptions, mean winds are weak in the equator,

generally less than 2 m s-1. Thermocline spatial distribu-

tion is quite similar to the observation. Overall, the models

show high skill in simulating the zonal distributions of SST

and thermocline depth along the equator.

A deep background thermocline implies a weak Bjerk-

nes feedback strength. This partly accounts for the fact that

the SSTA associated with El Niño grows much faster in the

eastern equatorial Pacific than in the western equatorial

Pacific. Figure 12 shows the simulated mean thermocline

depth along the equatorial IO in the CMIP5 models. Note

that the averaged annual mean thermocline depth in the

strong composite is 110 m, with a small annual variation,

while the mean thermocline depth is 150 m for the weak

composite (Fig. 13). This remarkable mean thermocline

depth difference may contribute to the difference in the

Bjerknes feedback intensity between the strong and weak

groups (Li and Xie 2012).

6 Discussion

Although most CMIP5 coupled models simulate the IOD

mode and relevant dynamic and thermodynamic feedback

processes in the tropical IO, unrealistic simulations exist

among these models. The negative shortwave radiation-

SST feedback is the important thermodynamic air-sea

coupling process that could impact the IOD strength, which

can be well captured by most of the CMIP5 models.

However, the HadCM3 model fails to reproduce the

observed feature.

To understand the cause of the unrealistic simulation of

the shortwave radiation during the IOD developing phase,

we show the composite maps of the SST and cloud cover

anomalies in Fig. 14. Here the composite is made based on

R(SWR, T) [ 0 model. In the observation, in response to a

negative SSTA in the SEIO, the local cloud cover anomaly is

negative (Liu et al. 2011), implying that local convection is

suppressed and more shortwave radiation may reach the
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Fig. 11 The combined Bjerknes and thermodynamic feedback

intensity index (CFI (unit: W m-2 K-1)) during the IOD developing

phase (JAS) for the strong (‘S’), moderate (‘M’) and weak (‘W’)

composites and from the observation (‘O’). Error bars indicate the

strength spread among different groups
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ocean surface to damp the cold SSTA. Similar to the

observation, negative R(SWR, T) models well capture a

negative cloud cover anomaly over the SEIO (Figure not

shown). It is interesting to note that the positive R(SWR, T)

model composite shows a positive cloud cover anomaly right

above the cold SSTA in the SEIO, and a negative cloud cover

anomaly appears to be shifted to its west. This unrealistic

anomalous cloud pattern implies a positive rather than a

negative shortwave radiation-SST feedback. The analysis

demonstrates that apparently there is a bias in cloud fraction

calculation in HadCM3 models, which might lead to the

unrealistic cloud-SST feedback over the region. Except for

the unrealistic simulated cloud, the R(SWR, T) asymmetry in

positive and negative IOD event may also contribute to such

unrealistic simulation (Hong et al. 2008; Cai et al. 2012).

The results above point to possible biases in the ther-

modynamic air-sea coupling in some of current state-of-art

CGCMs. The comparison of overall performance of the

IOD simulations among the 21 models suggests that the

most serious problem lies in the thermodynamic air-sea

coupling. As most of these CGCMs are also used for future

climate projection, caution is needed in interpreting the

model generated global and regional SST changes.

Figure 15 compares the simulated dynamical and ther-

modynamic feedback strength in CMIP3, CMIP5 and

observations separately. Compared to CMIP3, the CMIP5

ensemble reproduces the simulation of Bjerknes dynamic

feedback is apart from observation, in particular with

regarding to the wind response to SST forcing and worse

thermocline response to surface wind forcing. For part of the

wind response to SST forcing, all modeling centers present

weaker simulated feedback strength than observation asso-

ciated with large spread among models and five of them

(GISS, IAP, IPSL, MPI, MRI) present weaker simulation

than CMIP3 (Fig. 15c). Figure 15d illustrates the tendency

for most models to present stronger thermocline response to

wind forcing from CMIP5 to CMIP3 except for two mod-

eling centers (CNRM, and MIROC). Figure 15e indicates

the third part of Bjerknes feedback in CMIP5 present

stronger strength than both CMIP3 and observation, where

only two modeling centers show weaker simulation (MPI,

and MRI). In general, the responses from three dynamic
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Fig. 13 Scatter diagrams

revealing relationships between

IOD strength and mean surface

zonal wind (a) and the

thermocline depth (b) along the

Indian Ocean equator for each

of the 21 models (red) and the

observation (black). P values
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slope is -0.81 for (a) and -33.5
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Fig. 14 Composite maps of the SSTA (shading, unit: K) and cloud

cover fraction (contour) anomalies during the IOD developing phase

(JAS) from the positive R(SWR,T) model composite. The composite

was made based on the most significant positive R(SWR,T) events

over a negative SSTA in the SEIO (90�E–110�E, 0–10�S)
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feedbacks strength have not improved for CMIP5, while

WES feedback is closer to observation than in CMIP3

(Fig. 15e). For WES feedback simulations, most models can

not present the correct tendency as observation both in

CMIP3 and CMIP5. The shortwave radiation-SST feedback

in CMIP5 is stronger than observations and CMIP3

(Fig. 15f). Regarding feedback processes, CMIP5 has not

improved much over CMIP3.
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Fig. 15 a R(U,SST), R(D20,U), R(TSUB, D20), R(LHF,T) and

R(SWR,T) averaged during JAS season for the observation, CMIP3

and CMIP5 composites (denoted as ‘obs’, ‘CMIP3’ and ‘CMIP5’

respectively). The error bars indicate the model spread among

CMIP3 and CMIP5 models. b–f Similar as (a) but with the simulated

strength of IOD intensity (b), R(U,SST) (b), R(D20,U) (c), R(TSUB,

D20) (d), R(LHF,T) (f) and R(SWR,T) (g) of individual model for

CMIP3 (blue), CMIP5 (red) in the same modeling centers, and the

observation (black solid line in (b)–(f)). For (b)–(f), the horizontal

axis present different modeling centers: 1 ACC, 2 BCCR, 3 BCC, 4

BNU, 5 CCCMA, 6 CNRM, 7 CSIRO, 8 FIO, 9 GFDL, 10 GISS, 11

IAP, 12 INGV, 13 INM, 14 IPSL, 15 MIROC, 16 MOHC, 17 MPI, 18

MRI, 19 NCAR, 20 NCC, 21 ensemble mean of CMIP3 and CMIP5
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In addition to the dynamic and thermodynamic feedback

processes in the tropical Indian Ocean, the remote forcing

from ENSO over the tropical Pacific influences IOD in

coupled models (Cai et al. 2011). Figure 16 shows the

monthly STD distribution of an ENSO index for CMIP5

simulations and observations. Bellenger et al. 2013 had

performed the detailed analysis on the ENSO simulation

between CMIP3 and CMIP5. The simulated ENSO among

CMIP5 coupled models presents great diversity in ampli-

tude as well as phase locking. The ensemble averaged

ENSO strength is weaker than in observations during the

ENSO peak season. 7 of 21 models give stronger ENSO

than observations. Most CMIP5 models show stronger IOD

amplitude at the developing and peak seasons. Although

the CMIP5 models present distinct performance between

the IOD and ENSO simulation, these two interannual

modes are closely connected. Figure 17 compares IOD and

ENSO amplitudes in observation and CMIP5 models.

Except for the CSIRO-MK3.6.0 model, which suffers from

large biases in IOD simulation, the IOD amplitude shows a

tendency to increase with ENSO variance, a relationship

not found in CMIP3 models (Saji et al. 2006; Cai et al.

2011). The relationship between simulated IOD and ENSO

amplitudes is more robust when excluding models with

DMI larger than 0.6, which had been pointed by Hong et al.

(2008). It is worthy of mention that the strength of Indian

Ocean Basin Mode (IOB), a basin-wide warming takes

place over the tropical Indian Ocean, peaks in late boreal

winter and early spring, and persists through boreal sum-

mer, is highly correlated with the ENSO amplitude in

CMIP5, not only in each individual model but also across

the models, suggest a closely relationship between tropical

Pacific and Indian Ocean climate (Du et al. 2013b).

ENSO can affect IOD through the atmosphere bridge and

the ocean pathway (Cai et al. 2011). El Niño induced easterly

wind anomalies over the equatorial Indian Ocean. During

May–October, these wind anomalies lead to a thermocline

shoaling off Java-Sumatra. This then triggers a fast growth of

the IOD through Bjerknes feedback (Saji et al. 1999).

Additionally, the easterly anomalies superimpose onto the

climatological southeasterly flow to generate heat flux

anomalies conducive for a rapid growth of the cooling

anomaly in the southeastern equatorial Indian Ocean (Hen-

don 2003). ENSO signals propagate into the Indian Ocean

through oceanic teleconnections, arriving at the northwest

Australia coast and then radiating into the interior Indian

Ocean (Wijffels and Meyers 2004; Cai et al. 2005; Shi et al.

2007). On decadal or longer time scales, this teleconnection

process can change the background state of the thermocline

in the equatorial and eastern Indian Ocean (Shi et al. 2008),

hence the properties of IOD. Recent study indicates that

mean state changes modulate IOD in a warmer climate

through the change of thermocline feedback and atmosphere

feedback (Zheng et al. 2013).

7 Summary and conclusion

The Indian Ocean Dipole is one of dominant modes in the

tropical IO on the interannual timescale. This study shows
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Fig. 16 Monthly standard deviations of NINO3 index from 21

CMIP5 coupled models and the observation (a, unit: K) and the

monthly standard deviations of DMI from 21 CMIP5 models (cmip5)

and the observation (obs) (b, unit: K). The error bar indicates the

standard deviation spread among coupled models
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Fig. 17 Scatter diagram revealing relationships between IOD

strength and ENSO strength, defined by STD of each index, for the

observation and each of the CMIP5 coupled models
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that the simulated IOD in CMIP5 has not improved much

compared to CMIP3. Although the ensemble averaged IOD

strength in CMIP5 is closer to observations. In this study

we evaluate the performance of 21 WCRP CMIP5 models

in IOD simulation, by examining the dynamical and ther-

modynamic air-sea coupling processes.

Based on the IOD amplitude, the 21 coupled models are

classified into strong, moderate and weak IOD simulation

groups. The composite analysis is further conducted to

reveal common features and differences among the strong

and weak groups.

To study the cause of the diversity in the model IOD

intensity, we first examine the Bjerknes feedback. This

dynamic ocean–atmosphere feedback consists of the fol-

lowing three key processes: (1) how strongly the atmo-

spheric low-level wind responds to one unit SSTA forcing,

(2) how strongly the ocean thermocline depth responds to

one unit surface wind forcing, and (3) how strongly the

ocean subsurface temperature responds to one unit ther-

mocline depth variation. These three dynamical feedback

processes are examined and the respective coupling coef-

ficients are estimated in all the 21 models. The overall

strength of the Bjerknes dynamic feedback is determined

by the product of the three coupling coefficients and the

mean upwelling velocity. The comparison of the strong and

weak composites shows that the former attains a much

greater Bjerknes feedback intensity than the latter.

Next we examine the thermodynamic air-sea coupling

strength for all the 21 models. Two thermodynamic air-sea

feedback processes, WES feedback and the cloud-radia-

tion-SST feedback, are examined. While observations

show a positive feedback among the wind, evaporation (or

surface latent heat flux) and SST during the IOD devel-

oping phase (Li et al. 2003), about a half of the CMIP5

models failed to capture this thermodynamic air-sea feed-

back. As a strong negative feedback process, the cloud-

radiation-SST feedback may slow down the IOD devel-

opment. Most of the CMIP5 models successfully simulated

this negative feedback process, even though the feedback

intensity varies among the models. The averaged negative

feedback coefficient is greater (smaller) in the strong

(weak) composite than observation, implying a stronger

(weaker) thermodynamic damping.

The CMIP5 ensemble produces a more realistic positive

WES feedback during the IOD developing phase, while it

produces a worse Bjerknes dynamic feedback than CMIP3.

The lack in improvement from CMIP3 to CMIP5 is most

noticeable in the wind response to SST forcing which is

underestimated in the newer generation models while the

thermocline response to surface wind forcing is overesti-

mated. The overall CMIP5 performance in the IOD simu-

lation does not show remarkable improvement compared to

the CMIP3 simulations.

The distinctive features in the dynamic and thermody-

namic coupling between the strong and weak composite are

closely related to the difference in the coupled model mean

state. The comparison of the strong and weak composites

shows that there are remarkable differences in the mean

thermocline depth. The models with a deeper mean ther-

mocline are often associated with weaker dynamic cou-

pling strength and a weak IOD signal.

In this study we have found the detailed dynamic and

thermodynamic air-sea feedback processes in 21 CMIP5

models and showed their possible roles in the diversity of

IOD simulations in relation to the model mean state. We

performed a preliminary analysis on the relationship

between ENSO and IOD, suggesting that the IOD ampli-

tude is proportional to the ENSO variance, if a model

generates a strong ENSO, it is likely that this model also

simulates a strong IOD.
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